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Adalatll cilleall 3 dadie

Introduction To Stochastic Process

Probability vector  4dldia) 4aia

Arow VECTOR U= ( Uy, U,,.....,, U, ) is called a Probability vector if its
components are non-negative and there sum is 1.

EX: consider the following vector

(1) U=(3/4,0,-1/4,1/2)
(2) V=(3/4,1/2,0,1/4)
(3) W=(1/4,1/4,0,1/2)

then

1- U is not Probability vector since it’s third component is negative.
2- V is not Probability vector because its sum greater then 1.
3- W is Probability vector.

Definition: A square matrix 4z ll 44 aia4ll
P=(P; ;) is called a stochastic matrix if each of its rows is Probability vector.

EX:

wIlN

(1)

is not Stochastic matrix since contain negative element
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1 3
(2) ‘1* i is not Stochastic matrix since the sum of the second row not
3 3
equal 1
0O 1 0
11 1
(3)1 2 6 3 | isStochastic matrix
1 2
- =0
3 3

Theorem: If A and B are Stochastic matrices then the product AB is
Stochastic matrix.

Definition: A Stochastic matrix P is said to be regular if all the entries
of some power PM are positive.

0 1

EX: the Stochastic matrix A=(1 1) is regular since
2

2
(O 1)(0 1>
A’=|1 t)ef1 1])-=
2 2 2 2

Consider the Stochastic matrix

2
A<l 1 1
2 2

DRlRLrN]R
D lWN R
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Note: In fact every power A will have 1 and 0 in the first row ,hence
A is not regular.

Definition: A non-zero vector U= ( U4, U,,....., U,,) is called afixed
point of a square matrix A if U is left fixed , i.e. not change where
multiplied by A, i.e. UA=U

EX: consider the matrix A=(§ ?1 ) then the vector U= (2 -1)is a

2 1

fixed point of A for UA=(2 -1) e (2 3

)=(2 -1) =U

EX: suppose U is affixed point of a matrix A, UA=U , we claim that
every scalar multiple of U say, AU is also affixed point of A
i.e.(AU)A = A(UA) = AU

Thus in particular the vector 2U=(4 -2) is afixed point of the matrix
A of the example above

@ -2+ (5 1)==a 2

We state the result of preceding example as theorem .

Theorem: if U is affixed vector of matrix A then for any real number
A$0 the scalar multiple AU is also fixed vector of A.

faaiiall ddabatll il giadl ¢ Al Jala)
Fixed points and regular Stochastic matrices

Let p be aregular Stochastic matrix then
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1- P has aunique probability vector k, and the components of k
are all positive.

2-  Thesequence p, p?,p3,p* ... Of power p approaches to the
matrix T whose rows are each the fixed point t.
3- If p is any probability vector the sequence of vectors pp,p
p?,pp3,pp* ... Approaches the fixed point t.

Note: p™ approaches T means that each entry of p™ approaches
the corresponding entry of T and pp™ approaches t means that each
components pp™ approaches the corresponding components of t .

0 1
EX: consider the regular Stochastic matrix p=<1 1) we seek a
2 2

probability vector t=(x,1-x) such that tp=t

0 1
- (x,1-x) (1 1) =(x,1-x)

2 2
> 1/2 -1/2x =x
X=1/3
> 1/2 +1/2x=1-x
.. T=(1/3,2/3)

Thus T=(1/3,2/3) is the unique fixed probability vector of P, the the

sequence p, p%,p3,p*... approachesthe matrix T whose rows
12
(3 3)_7033 0.67 -
are each the vector t. T= 12| (0.33 0.67 ) we exhibit
3 3

some of the powers of p to indicate the above result.
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1
2 2
p*= 1 3
4 4
1 3
3[4 4
P =3 5
8 8
3 5
8 8
5 11
16 16
5 11
s [ 16 16
P =\ 11 21
32 32

(3 5
(5 52)
-6 45)
(3 19

CE‘ALUH ;L..a;‘).[\} @LALY\

EX: find the unique fixed probability vector of the regular Stochastic

matrix

0

NIk O

NIk O -
p—

Sol : t=(x,y,1-x-y) such that tp=t

(X,y,l'X'Y)

NI, O O

1

NIk O

0
1

0

= (lell-x-y)

1/2 -1/2x-1/2y=x > 3x+y=1 ......... 1

X+1/2 -1/2x-1/2y=y = x-3y=-1........ 2

Y=1-x-y =2 x+2y=1 .......... 3
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X=1/3 y=2/3 > t=(1/5,2/52/5)

Markov chains
a5 Sle Ll

Consider a sequence of trails where out comes say x4, X5, X3, ...
Satisfy the following two probability

(1) Each out comes belongs to a finite set of outcomes

(a4, a,, as, ....,a, ) called the state space of the system if the
outcomes on then t" trial is a;, then we say that the system is in
state a; at time n or at the n t" step.

(2) The outcomes of any trial depend at most upon the
outcomes of the immediately preceding trial and not upon any
other previous outcomes with each pair of states (a;, a;) there is
given the probability p;; that a; accurs immediately after a;
accurs. Such Stochastic process is called a (finite) Markov
chains. The number p;; called transition probabilities can be

arranged in amatrix p.

P11 " Pin
P= : : called transition matrix

Pm1i " Pmn

Theorem :- the transition matrix p of markov chain is Stochastic
matrix .
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EX:- a man either drives his car or takes a train to work each day.

Soppuse he never takes the train two days in arow, but if he
drives to work then the next day he is just as likely to drive again
as he is take the train.

The state space of the system is {(train)t,(drive)d}.
This Stochastic process is a markov’s chain since the bout comes on
any day depends only on what happened the preceding. The
transition matrix of the Markov chains is:-

t d

)
d\7 3

EX:- (Random walk with reflecting barriers ) a man is at an integral

point on the x-axis between the origin O and say the point 5.

He take a unite step to the right with probability p or to the left with

probability g=1-p

Unless he is at the origin. He takes a step to the right or at the point

5 where he take a step to the right to 4.
Find the transition matrix of the markov chains ???

p:
—0 1 00 0 0—
q 0 p 0 0 O
0O g 0p 0 O
0O 0 g0 p O
0 0 0gqg 0 p
~— 0 0 00 1 0~
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Higher transition probability
Llad) Jlaisy) cbdlaial

The entry p;; in the transition matrix p of a markov chain is the

probability that the system changes from the state a; to the state

a; in one step: a; - q;

Qua :- what is the probability denoted pg.l) that the system changes

from the state a; to the state a; in exactly n steps:
a; é ar1 éakz é é a k1 q a]-
n—
The pg.l) are arranged in matrix p™ called the n-steps transition matrix..

Note :- now suppose that at some arbitrary time the probability that the
system is in state a; is p; we denote these probability by the probability

vector p=( p1, pP2,----» Pn) Which is called the probability distribution of the
system at the time
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In particular, we shall let p(o) = (pfo),pgo), -.;p7(10))

Denoted the initial probability distribution

i.e. the distribution where the process begins and we shall let

p™ = (pin), pén), e, D) denote the n ™ step probability
distribution i.e. the distribution after the first n steps.

Theorem :- let p be transition matrix of markov’s chain process then
the n-step transition matrix is equal to the n ™ power of p.

Proof:- suppose the system is in state a; at say time k

we seek probability pg.l) that the system is in state a; at time k+n.

Now, the probability distribution of the system at time k, since the
system is in state a; is the vector e; = (0,...,0,1,0,...,0) which has a 1 at

the it" position and zero every where else the probability distribution
at time k+n is the product e; p™.

But e; p™ is the i*" row of the matrix p™ then pg.ﬂ is the jtt

component at the i*" row of p™ and so p™ = p™.

Theorem :- if p is transition matrix of the markov chain and p(® is the
initial distribution of the system then p™=p"p(0).

Proof:- let p=(p;;) be the transition matrix of markov chain if p=(p;) is
the probability distribution of the system of some arbitrary time k.
then pP is the probability distribution of the system one step later i.e.
at time k+1 hence Pp™ is the probability distribution of the system
n-step later i.e. at time k+n .

In particular p® = p@ p, p@=pDp . Andalso p™ =pOpn
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Suppose the state space is {a4, a,,....., a,} the probability that the
system is in state a; at time k and then in state a; at time k+1 is the

product p;pj1 -
thus the probability that the system is in state a; at time k+1 is the
m
sum  p1 Pyt P2 Pzj tet P Pmi = Lj=1 Pj Pji
Thus the probability distribution at time k+1 is
* _ (\'m m
pP” = (Zj=1 Pj Pj1, - 2j=1 Pj Pjm )

However the vector is precisely the product of the vector p=( p; ) by
the matrix (p=p;j) : P* = pP

EX:- consider the markov chain (train and drive) whose transition

matrix is
+(0 1
a2 )
3 3
So P4=fl 85 f1
16 16

Thus the probability that the system changes from say state t to state
d in exactly 4 steps is 5/8

i.e. P*td=5/8 , P*dt=5/16 , P* tt=3/8, P* dd=11/16.

Now suppose that on the first day of work , the main tossed a fair die
ande drove to work if ag appeared what is the probability
distribution on after 4-days ???
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EX:- three boys A,B,and C are throwing a ball to each other A always
throws the ballto C , but Cis just likely to throw the ball to B as to

A let x,, denote the nt" person to be thrown the ball the state space
of the system is {A,B,C}

(1) Is this a markovchain ?
(2) Find the transition matrix ?

(3) Suppose C was the first person with the ball find the probability
distribution after 1 step, 2 steps, 3 steps.

Sol:- 1-
This is markov chain since the person throwing the ball is not
influenced by those who previously had the ball .

Sol:- 2-
The transition matrix of markov chain is
A B C
A O 1 0
_ 0O 0 1
P= B 11 .
¢ 2 2
Sol:- 3-

P™ =(0,0,1) € Y

p - p® p
0 1 0

=001) (9 O 11)-(1/2,1/2,0)
= =0
2 2

p2) = p(1) p-p(0) p2
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0 1 0
==(1/2,1/2,0( 0 0 1
119

2 2

=(0,1/2,1/2) after 2-steps

pB) = p p3 _p@)p

0 1 0
=(01/2,1/2) |9 0 é = (1/4,1/4,1/2)
2 2

After three steps (throws) the probability that A has the ball is 1/4,
that B has the ball is 1/4 and that C has the ballis 1/2 .

ie.PP=1/a ,PP=1/4,PP=1)2
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transition diagram

YL Sl kel

the transition probabilities of a markov chain can be represented by a
diagram called a transition diagram where a positive probability p;; is
denoted by an arrow from the state a; to the state a; .

EX:- find the transition diagram of the following transition matrix

a, dap; as
a 0O 0 1
11 1
P=a2505 /’\\1
Al 0—0
2 2

EX:- find the transition matrix of the following transition diagram:
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[0 1/2 0 1/2]
0 1/2 0 1/2

P=
1/2 0 0 1/2
L0 0O 1 0
Classification of state
£l s i
1. Absorbing state:- (gLiY)) pabaial¥) Al

A state a; of a markov chain is called an Absorbing if the system
remains in the state a; once it enters there. Thus a state a; is
Absorbing if and only if the it" row of the transition matrix P has a
one on the main diagonal and zero every where else..

EX:- suppose the following matrix is a transition matrix of markov

chain.
1/4 0 1/4 1/4 1/4
0 1 0O O 0
P= 1/2 0 1/4 1/4 0
0 1 0 0O O
0 0 0 0O 1

The state a, and ag are each Absorbing since each of the second
and fifth rows has 1 on the main diagonal.
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2. Accessibility - J syl AlSal Al
The state j is accessible from i if from some integer n 20 , then
Pgl) 2 0 and we write i —» j
3. Communication :- adalu) Al

The state i and j are Communicate if i —s j andj —> i, and we
write | €=> |

Note :- the relation €—> is an equivalence relation

o |If i «—i reflexive
o If i €>j thenj «—= i symmetric
o If i «>j and ] €<= k then i «— k transitive

EX:- let x={x,,: n 20} is a markov chain with state space 1={1,2,3} and
transition matrix

1 2 3
1,04 02 04
P=2<0.7 0 0.3)
3\05 05 O

Sol :-

Q|

O -0
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From the diagram we can get

le—> 2, 1> 3,2 «<—>3

. Recurrent and transient state :- Jls {58352l Ala

The state j is Recurrent if Pj=1, butif P;j<1, then state jis

called transient state.
. Periodic state :-

The Recurrent state j is called periodic if there exist integer S > 2
such that the state j can occur only §,2S,3S...

i.e. Sis high common factor of the values of n 2 1 for which
(n)
P].]. 20
6. Closed set :-

Let B set of state . then B is said to be closed set if Pg.‘) =0,
n20,i Bandj B

7. Irreducible closed set :- J) yaY) daac dslrall dc sanall

The closed set B is called Irreducible if the all states in the set is
Communicate
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Note :- the markov chain is called Irreducible if the set of all

state is unique closed set for this state
8. Null state :- 4 il AWl

A recurrent state j is called null state if
Ej(T;)=0
= M; = mean recurrence of time

EX:- let the following transition matrix

0.1 06 03 O 0 7

0.7 03 O 0 0
P=1 O 1 0 0 0

0 0O 0 05 05
0 0 O 1 0

find the closed set and Irreducible closed set

/

0 —0O Yoo

from the above diagram there is three closed set as following :

B1={1,2,3} B2={4,5} B3={1,2,3,4,5} and the Irreducible sets
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are :-

B1={1,2,3}

B2={4,5}

CE‘ALUH ;L..a;‘).[\} Z:JLA'SAY\

EX :- let the markov chain with state space {a,b,c,d,e} and

transition matrix

1/4 0
0o 1,2
0 0
12 1/4
1/3 0

3/4
0
1/3
0
1/3

find the closed set

0
1/2
0
1/4
0

0 -
0
2/3
0
1/3

A

O
CO—C—0? G

>

From the above diagram, get (B1 = {a,c,e} B2 ={a,b,c,d, e})

are closed sets.

The markov chain is not Irreducible because we can remove the
second and the fourth rows and columns, we get
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1/4 3/4 0
o;[ 0 1/3 2/3‘
1/3 1/3 1/3

where Q is the transition matrix of markov process restricted by
closed set {a,c,e}

Theorem 1 :-If jis recurrentandj —s kthenk — jand
f(k,j)=1

Proof :- let y > 0 is probability that j =—>k with out return to state
jand

1-f(k,j) is the probability that the state j impossible occurrence if
the chain start in state k, 1- f(j,j) = y(1-f(k,j)) =2 0

.. j is recurrent state by assumption

L y(1-f(k,j)=0 ,, —>flkj)=1 +.K —>j

Theorem :- let j is recurrent state and j & k then k is also recurrent
state proof :- j > k by assumption

.. Jinteger L pl(jk)>0

By using theorem 1 get k—>j

. Jinteger S p°(j,k)>0

Xs=l, Xsin=l) Xsan+1= Kb Xsiner=ki

Then

ps+n+L (k,K)= Dr{Xssnsr= K 2 PrefXs=i, Xsyn=i, Xsynsr=Kk}

= p°(kj) ™) p (k)

L R(KK) = Ex(Ng)=Xm=0 P (K K) 2 X 4s P (K K)

=Yn=o P K) 2 (K ) (G K) Xaso PG)

= p°(k.j) p" (i, K) R(i.j)

.. j is recurrent state, then R(j,j)=o°

L (k) pt(G k) >0
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.R(k,k)=00
.. Kis recurrent state.

Theorem :- let x is irreducible markov chain then all the state of
the markov chain are transient states or are null states or not null
states as well as it is periodic with length S or not periodic

Proof:-

.. M.Cisirreducible then for two statesjand karej 2> kand k = j
that is mean 3 integer LandS  p°(k,j) > 0 and p%(j,k) >0

Let B=p*(k,j) p"(k j)

1- If the state j is recurrent state then k is is recurrent (by theorem)
and if j is transient state then k is transient state and if k is
recurrent then j is recurrent

2- Let j be null recurrent then p™(j,j) - 0 when m = 0 because

p™tS*L(j,i) = B p™(k,k) then p™(k,k) > 0 whenn > e

.. K'is recurrent then k must be null let j is periodic state of length
S

Lo pSTEL) 2 P (k) PR, k)=B>0

Then from def. of periodic state (L+s) must be multiple of integer
S.

And from this if n not multiple of S then n+L+s is also not multiple
oninteger Sand p™*StL(jj)=0then p™(kk)=0
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.. K must be periodic of length S > S and if k is periodic with length
S then the state j must be periodic with ($ >S), then S=S and
the state k and j have same length.

probability distribution of T :-

let £, (j,i)=p;(T; =n),| | n=1,2,... where
f1 (ij)=p(Lj)= p; (x1=)).......(1

> fo ()= Di (X1% J, x24] , X1 4, xn=]}
= é*j p; {x1 =c¢x2%,...,x,_11,xn = j}

=2t Di (X1 = cIp; {24, .o, Xp_g 1, x0 = | x1 = c}

= i#j p; {x1 =clp. {x14, ..., x4 =j}
=Yt D0, ©). fr—1(C)nnnnn(2

Now let f(L,j)=p1 (Ti<e=)=X =1 fn (i)

By using (1) and (2) get

f(i,j)=p(i,j) + Xn=1 Zetj (i, €) fn(c))

=p(i,j)j+ X p(i,c)f (c,j), iel ... (3

And f(i,j) can be written as

f(i,j)= p; {xn = j,for somen > 1}

by using matrices if fi(fk(i,j)) is arow vector for element fi(i,j) | |
and

f=(f(i,j)) is row vector for elements f(i,j) i |then

f1=(p(i,j)) is a column represent state j in transition matrix p and

fi=fku G when k > 2
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where G is the transpose of matrix p after change the elements of

column of state j to zero .

EX:- let X={X,, n =20} is markov chain with state space 1={1,2,3}

1 0 0
and transition matrix p=[1/2 1/4 1/4} and j=3. Find
1/3 1/3 1/3

1- Find The probability of the first recurrent to state 3
2- Find The probability not recurrent of state 3

The number of appearance time:- _sgall &l e 22c

Let N;(w) represent the number of appearance times sor state j
in chain

1, Xn=j
0 , Xnitj

Then Nj(w)= X I[j(Xn)

. E {i(w)} = p; (xn = j}=p° (i)

> ENW)=EE 0 p" () (*

If we assume R(i,j) = E;{N;(w)} = Ym0 ™ (4,j) ....(**

Then the matrix R which its elements in row i and column j
Called basic matrix and using (**) get R=I1+P+P?+...

Note that RP=PR=R-|

. R(I-P) =(I-P)R =l
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EX:- let S, represent the number of successes in n of
independent Bernoulli trials where the probability of success is P

1-Is Sy markov chain ?
2- If yes find transition matrix

Sol :- (1)
.. P{Sn+1=k | $0,51,52,52,.+e+}

= P{Sn«1=k | Sn}

.. {Sn , n =20} is markov chain
(2)

po ={So=0}=1,p3 =0,j=1
P(i,j)=p{ Sn+1=]

= p{ i+Sn+1 — Sn =j

Sh =i}

S, =i}
= p{ Sn+1 — Sn - | S =i}
= p{ Sn+1 — Sn =j-i }

=p{S1 =j-i}=p , if j-i=1

i.e. p{S1=1}=p

And p={S: =j-i}=q if j=i

i.e. p{S1=0}=q, note p+g=1
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07

q p 0 .. ..
0 g p 0 .. 0

7
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